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Chapter 1
Recap of Ring Theory and Module Theory

1.1
Ring Theory

Definition 1.1 (ring). A ring R is a set with distinct elements 1,0 ∈ R equipped with two binary maps
which are multiplication and addition respectively.

R×R→ R where
(
r,r′
)
7→ rr′ and R×R×R where

(
r,r′
)
7→ r+ r′.

The following conditions are satisfied:
(i) (R,+,0) is an Abelian group, i.e. for all r,r′ ∈ R,

r+ r′ = r′+ r and 0+ r = r = r+0

(ii) Distributivity and associativity holds, i.e. for all r,s,s1,s2, t ∈ R,

r (s1 + s2) = rs1 + rs2 and r (st) = (rs) t

(iii) Existence of multiplicative identity, i.e. 1r = r1 = r for all r ∈ R
We say that R is an associative ring with unity.

Definition 1.2 (commutative ring). If we further assume that rs = sr for all r,s ∈ R in Definition 1.1,
we obtain a commutative ring with unity.

Remark 1.1. In this course, we take rings to be commutative rings with unity.

Definition 1.3 (unit). Let x ∈ R. If

there exists y ∈ R such that xy = 1 then x is a unit.

Here, y = 1/x.

Proposition 1.1. The set of units of R, denoted by R×, forms an Abelian group under ×.

Definition 1.4 (field). A ring R is a field if R× = R\{0}.

Definition 1.5 (ring homomorphism). A ring homomorphism ϕ : R→ S is a map of sets such that
(i) ϕ (0R) = 0S

(ii) ϕ (1R) = 1S

(iii) ϕ (r+ r′) = ϕ (r)+ϕ (r′)
(iv) ϕ (rr′) = ϕ (r)ϕ (r′)
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Definition 1.6 (ideal). Let R be a ring. An ideal of R is a subset I ⊆ R such that
(i) I ≤ (R,0,+), i.e.

0 ∈ I and for all i1, i2 ∈ I we have i1 + i2 ∈ I

(ii) For all r ∈ R and i ∈ I, we have ri ∈ I

Example 1.1 (integer multiples). For any fixed integer n ∈ Z,

nZ= {all multiples of n} ⊆ Z is an ideal.

Example 1.2. More generally, given any x ∈ R, the subset

(x) = {all elements in R of the form xr : r ∈ R} ⊆ R is an ideal.

Proposition 1.2. If I ⊆ R is an ideal, then the set

R/I = quotient of R by I as Abelian groups = the set of cosets r+ I ⊆ R

naturally has a ring structure.

Proof. Let r1,r2 ∈ R. We have

(r1 + I)+(r2 + I) = r1 + r2 + I and (r1 + I)(r2 + I) = r1r2 + I.

Also, 1 = 1R+ I and 0 = 0R+ I. Note that by construction, there exists a natural surjective ring homomorphism
R→ R/I, i.e. any surjective ring homomorphism f : R→ S arises from such a construction if we set I = f−1 (0),
so S∼= R/I.

Example 1.3. Let R = Z and I = (n). Then,

R/I = Z/(n) = {0,1, . . . ,n−1} which is precisely the integers modulo n.

A simple fact from MA1100 states that that Z/(n) is a field if and only if n is some prime p.

Definition 1.7 (integral domain). A ring R is a integral domain if

for all x,y ∈ R, we have xy = 0 implies x = 0 or y = 0.

Definition 1.8 (prime ideal). Let A be a ring. An ideal I ⊆ A is prime if

for all x,y ∈ A, we have xy ∈ I implies x ∈ I or y ∈ I.

Proposition 1.3. Let A be a ring. Given any I ⊆ A,

A/I is an integral domain if and only if I is a prime ideal.

Proof. We only prove the reverse direction. The proof of the forward direction is similar. Anyway, given x,y∈A
for some ring A, suppose I is a prime ideal. Say x · y = 0. This holds if and only if xy ∈ I. Equivalently, x ∈ I or
y ∈ I, i.e. x = 0 or y = 0. As such, A/I is an integral domain.
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Definition 1.9 (maximal ideal). An ideal I ⊂ A (proper subset inclusion) is maximal if

there does not exist any ideals I ⊂ J ⊂ A.

Proposition 1.4. Let A be a ring. Then,

an ideal I ⊂ A is maximal if and only if A/I is a field.

Proof. Note that given any ring homomorphism ϕ : A ↠ A/I in A, there is a natural inclusion-preserving
bijection between

{ideals I ⊆ J ⊆ A} and
{

ideals J ⊆ A/I
}
.

The map is given by J 7→ J/I = J such that J 7→ ϕ−1
(
J
)

since ϕ is bijective, hence invertible.

Now, consider the following chain of implications:

J ⊂ A is maximal if and only if the only ideals of A/I are A/I and (0)

if and only if any 0 ̸= x ∈ A/I satisfies (x) = A/I

if and only if any 0 ̸= x ∈ A/I is a unit

if and only if A/I is a field

The result follows.

Proposition 1.5. Any non-zero ring A has a maximal ideal.

Proof. Recall Zorn’s lemma which states that if S ̸= /0 is a partially ordered set such that any chain in S admits
an upper bound, then S has a maximal element. Recall that a chain C is a subset of S such that

for all x,y ∈ S we have x≤ y or y≤ x.

Now, fix a non-zero ring A. Let S denote the set of proper ideals I ⊂ A with the inclusion being the partial order
relation. Note that S ̸= /0 since (0) ∈ S. Next, if C ⊆ S is a chain, then⋃

s∈C

Is is a proper ideal.

Thus, the aforementioned union is contained in S and is an upper bound for the chain C.

As such, Zorn’s lemma aplies so S has a maximal element if and only if A has a maximal ideal.

Corollary 1.1. For any ring A,

any proper ideal I ⊂ A is contained in some maximal ideal.

Proof. Suppose I is a proper ideal of A. Then, A/I ̸= 0, which implies that there exists a maximal ideal m
properly contained in A/I. So, the preimage of m in A is maximal and contains I.
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Definition 1.10 (nilpotent element). Let A be a ring. An element x ∈ A is nilpotent if

there exists n ∈ N such that xn = 0.

Example 1.4. 0 is always nilpotent.

Example 1.5. 2 ∈ Z/(4) is non-zero and nilpotent.

Example 1.6 (Atiyah and Macdonald p. 10 Question 2). Let A be a ring and let A [x] be the ring of
polynomials in an indeterminate x, with coefficients in A. Let

f = a0 +a1x+ . . .+anxn ∈ A [x] .

Prove that:

(i) f is a unit in A[x] if and only if a0 is a unit in A and a1, . . . ,an are nilpotent
Hint: If b0+b1x+ · · ·+bmxm is the inverse of f , prove by induction on r that ar+1

n bm−r = 0. Hence show
that an is nilpotent, and then use the following fact: if x a nilpotent element of a ring A, then 1+ x is a
unit of A, for which it follows that the sum of a nilpotent element and a unit is a unit.

(ii) f is nilpotent if and only if a0,a1, . . . ,an are nilpotent
(iii) f is a zero-divisor if and only if there exists a ̸= 0 in A such that a f = 0

Hint: Choose a polynomial g = b0+b1x+ · · ·+bmxm of least degree m such that f g = 0. Then anbm = 0,
hence ang = 0 (because an annihilates f and has degree < m). Now show by induction that ar

ng = 0
(0≤ r ≤ n).

(iv) f is said to be primitive if (a0,a1, . . . ,an) = (1). Prove that if f ,g ∈ A[x], then

f g is primitive if and only if f and g are primitive.

Solution.

(i) We only prove the forward direction. The proof of the reverse direction follows from the hint (which is
actually Question 1 of the same exercise set) and (ii) of this exercise. Suppose f is a unit in A [x]. Let
g = b0 +b1x+ . . .+bmxm be the inverse of f . Then,

f g = (a0 +a1x+ . . .+anxn)(b0 +b1x+ . . .+bmxm)

Since the constant term must be 1, then a0b0 = 1, so a0 is a unit in A. Recall the convolution formula that

f g = c0 + c1x+ . . .+ ckxk,

where c0 = a0b0 (discussed earlier),

c1 = a0b1 +a1b0 = 0

c2 = a0b2 +a1b1 +a2b0 = 0

and so on. One can deduce that a1, . . . ,an are nilpotent.
(ii) For the forward direction, suppose f is nilpotent. Then, one can apply induction to n to show that all

of its coefficients are nilpotent. To demonstrate this, note that the n = 1 case is trivial. For the general
case, the leading coefficient will be ak

n for some k ∈ N, so an is nilpotent. By the inductive hypothesis,
a0, . . . ,an−1 are nilpotent as well.
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For the reverse direction, if a0, . . . ,an are nilpotent, define d ∈ N such that

ad
i = 0 for all 0≤ i≤ n.

In other words, d is the sum of the orders of all the orders of the coefficients. As such, f d = 0.
(iii) For the forward direction, suppose f is a zero divisor. Then, let g be a polynomial of minimal order such

that f g = 0. Suppose g = b0 +b1x+ . . .+bmxm such that degg > 0. Then, anbm = 0, i.e. ang annihilates
f but deg(ang)< m, which is a contradiction. As such,

degg = 0 or in other words there exists a ∈ A such that a f = 0.

The reverse direction follows by the definition of a zero-divisor (recall MA3201).
(iv) The reverse direction is essentially Gauss’ lemma (MA3201); for the forward direction, if f g is primitive,

then (c0, . . . ,cn+m) = (1), where the ci’s are the coefficients of f g. This means that gcd(c0, . . . ,cn+m) = 1,
or equivalently, there does not exist d > 1 which divides all the ci’s.

Suppose on the contrary that neither f nor g is primitive. Then, say gcd(a0, . . . ,an) > 1. Then, because
of the convolution formula

ck = ∑
i+ j=k

aib j (look at the dependence between ai and ck),

it forces the existence of some d > 1 which divides all the ci’s, leading to a contradiction!

Proposition 1.6 (nildradical). The set of nilpotent elements in any ring A is an ideal. We call this the

nilradical of A which is denoted by NA.

Proof. Suppose x ∈ A is nilpotent, i.e.

there exists n ∈ N such that xn = 0.

Then, for any r ∈ A, we have

(rx)n = rnxn = rn ·0 = 0.

For compatibility regarding addition, suppose x,y ∈ A are nilpotent. Then,

there exist n,m ∈ N such that xn = 0 and ym = 0.

We use the binomial theorem to obtain

(x+ y)n+m = xn+m +

(
n+m

1

)
xn+m−1y+ . . .+

(
n+m

m

)
xnym + . . .+

(
n+m

n+m−1

)
xyn+m−1 + ym

which is 0 (not surprising anyway).

Definition 1.11 (reduced ring). A ring A is reduced if it contains no non-zero nilpotent elements.

Example 1.7. A nice observation: for n ̸= 0,

Z/(n) is reduced if and only if n is squarefree.
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Proposition 1.7. For any non-zero A, we have

NA =
⋂
p⊂A

p,

where p denotes a prime ideal of A.

Proof. We first prove the forward inclusion. Suppose x ∈ A is nilpotent. Then, x ∈ A/p is nilpotent, so x = 0 in
A/p since A/p is an integral domain. As such, x ∈ p for all p⊂ A.

For the reverse direction, fix x ̸∈NA. We wish to find a prime ideal p such that x ̸∈ p. Let

Σ = {I ⊂ A : xn ̸∈ I for all n ∈ N} .

Then, Σ ̸= /0 as (0) ∈ Σ by assumption on x. By applying the same argument as before, any chain in Σ has an
upper bound. By Zorn’s lemma, Σ has a maximal element p. It suffices to show that p is a prime ideal. Suppose
y,z ∈ A\p. We wish to show that yz ̸∈ p. Note that

p⊂ (p,y) and p⊂ (p,z) .

These imply the following respectively: there exist n,m ∈ N such that xn ∈ (p,y) and xm ∈ (p,z). So,

xn = p1 + yr1 and xm = p2 + zr2 for p1, p2 ∈ p and r1,r2 ∈ A.

Multiplying both elements, we obtain

p ̸∋ xn+m = p1 p2 + p1zr2 + p2yr1 + yzr1r2 ∈ yzr1r2 +p.

Hence, yzr1r2 ̸∈ p and the result follows.

Example 1.8 (Atiyah and Macdonald p. 11 Question 8). Let A be a ring ̸= 0. Show that the set of prime
ideals of A has a minimal element with respect to inclusion.

Solution. Note that every descending chain of prime ideals p has a lower bound, which is their intersection. By
Zorn’s lemma, the set of prime ideals of A has at least one minimal element. □

Remark 1.2. Similar to Example 1.13, the set of prime ideals of A in Example 1.8 is actually called the
prime spectrum of A or Spec(A).

Given two ideals I,J ⊆ R, we can construct some new ideals (Proposition 1.8).

Proposition 1.8 (constructing new ideals). Fix a ring R. Suppose we are given ideals I,J ⊆ R. Then,
the following are also ideals of R:

(i) I∩ J
(ii) I + J = {i+ j : i ∈ I, j ∈ J}

(iii) IJ = {i1 j1 + . . .+ ik jk : im ∈ I, jn ∈ J}
We have obvious generalisations to ideals I1, . . . , In ⊆ R.
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Proposition 1.9. If x1, . . . ,xn ∈ R are given, we call

(x1, . . . ,xn) = (x1)+ . . .+(xn) the ideal generated by x1, . . . ,xn.

Example 1.9. Let R = Z, i.e. the ring of integers and consider the ideals I = (n) and J = (m). Then,

IJ = (nm)

I + J = (gcd(m,n))

I∩ J = (lcm(m,n))

Proposition 1.10. Fix a ring R. Suppose we have ideals I,J ⊆ R. Then, the following hold:
(i) IJ ⊆ I∩ J ⊆ I + J

(ii) In general, we have (I + J)(I∩ J) ⊆ IJ. In fact, if I and J are coprime (that is I + J = R), then
IJ = I∩ J.

Proposition 1.11. Let R be a ring. Suppose we have ideals I,J ⊆ R. Consider the ring multiplication

ϕ : R→ R/I×R/J.

Then, the following hold:
(i) kerϕ = I∩ J

(ii) If I + J = R, i.e. I and J are coprime, then ϕ is surjective
(iii) If I and J are coprime, then we have the isomorphism

R/IJ ∼= R/(I∩ J)∼= R/I×R/J

In fact, the Chinese remainder theorem states that R/IJ ∼= R/I×R/J.

Proof. We will only prove (ii) and (iii) as the proof of (i) is obvious. For (ii), choose x∈ R/I and y∈ R/J. Since
I + J = R, then we can write

1 = i+ j for some i ∈ I, j ∈ J.

Note that

ϕ (i) = (0,1) and ϕ ( j) = (1,0) .

Since ϕ is a ring homomorphism, then

ϕ ( jx+ iy) = (x,y) which shows that ϕ is surjective.

Moreover, kerϕ = I∩ J = IJ. Thus, the isomorphism in (iii) holds.

Proposition 1.12 (extension and contraction). Suppose ϕ : R→ S is a ring homomorphism. We have

J ⊆ S is an ideal implies ϕ
−1 (J)⊆ R is an ideal.
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This is often called the contraction of I. However, if I ⊆ R is an ideal, then ϕ (I)⊆ S need not be an ideal.
So, we can consider ϕ (I)S to be the ideal generated by ϕ (I) (called the extension of I along ϕ), where

ϕ (I)S = {s1ϕ (i1)+ . . .+ skϕ (ik) : sm ∈ S, im ∈ I}

Example 1.10. Given the inclusion map ϕ :↪→, the zero ideal is maximal in , but its pre-image is not maximal
in . Thus the pre-image of a maximal ideal is not necessarily maximal.

Proposition 1.13. Let ϕ : R→ S be a ring homomorphism. Then,

p⊆ S is a prime ideal implies ϕ
−1 (p)⊆ R is also a prime ideal.

Proof. The following diagram commutes:

R S

R/ϕ−1 (p) S/p

ϕ

and the lower horizontal arrow is injective. That is, we have R/ϕ−1 (p) ↪→ S/p. Then, p is prime if and only if
S/p is an integral domain, and equivalently, R/ϕ−1 (p)⊆ S/p is an integral domain. We conclude that ϕ−1 (p)

is a prime ideal.

Definition 1.12 (prime spectrum). For any ring R, let SpecR denote the set of all prime ideals of R.
That is,

SpecR = {p⊆ R : p is prime} .

Proposition 1.13 implies that for any ring homomorphism ϕ : R→ S, there exists an induced homomorphism
ϕ∗ : SpecS→ SpecR, where ϕ∗ (p) = ϕ−1 (p). We can upgrade SpecR to a topological space by defining the
closed sets of R to be the sets of the form V (I) = {p : I ⊆ p}. This defines a topology because

V (I)∩V (J) =V (I + J) and V (I)∪V (J) =V (I∩ J) .

Definition 1.13 (radical). Let R be a ring. Given any I ⊆ R, set

√
I = {x ∈ R : xn ∈ I for some n depending on x} .

We call this the radical of I.

Example 1.11. We have
√
(4) = (2).

Example 1.12. We have NR =
√
(0).
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Proposition 1.14. Let I and J be ideals of a ring R. The following are fun to check:
(i)
√√

I =
√

I
(ii)
√

IJ =
√

I∩ J =
√

I∩
√

J
(iii)
√

I = R if and only if I = R
(iv)
√

I + J =
√√

I +
√

J
(v) If p is prime, then

√
pn = p

(vi)
√

I =
⋂
I⊆p

p prime

p

Proposition 1.15. Let I and J be ideals of a ring R. Then,

√
I +
√

J = R implies I + J = A.

Proof. We have
√

I + J =
√√

I +
√

J =
√

R = R so I + J = R.

Example 1.13 (Atiyah and Macdonald p. 12 Question 15). Let A be a ring and let X be the set of all prime
ideals of A. For each subset E of A, let

V (E) denote the set of all prime ideals of A which contain E.

Prove the following:
(a) If a is the ideal generated by E, then V (E) = V (a) = V (r (a)) (here, r ((a)) denotes the radical of the

ideal generated by a in the ring);
(b) V (0) = X , V (1) = /0;
(c) If (Ei)i∈I is any family of subsets of A, then

V

(⋃
i∈I

Ei

)
=
⋂
i∈I

V (Ei);

(d) V (a∩b) =V (ab) =V (a)∪V (b) for any ideals a,b of A.

Solution.
(a) By definition, V (E) = {p ∈ X : E ⊆ p}. Let a be the ideal generated by E. Then, a is the smallest ideal

of A containing E. Hence,

p contains E if and only if p contains a.

As such, V (E) = V (a). We then prove that V (a) = V (r (a)). Recall Definition 1.13 which states that
r (a) = {x ∈ A : xn ∈ a for some n}. By (i) of Proposition 1.14, p is closed under taking radicals so a
prime ideal p contains a if and only if it contains r (a) and the result follows.

(b) We have

V (0) = {p ∈ A : 0 ∈ p) and V (1) = {p ∈ A : 1 ∈ p) .

So, V (0) contains all prime ideals p such that 0 ∈ p. This is clearly X . Also, no prime ideal contains 1 as
1 generates the entire ring A. It follows that V (1) = /0.

(c) We first prove the forward inclusion. Let

p ∈V

(⋃
i∈I

Ei

)
so

⋃
i∈I

Ei ∈ p.
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So, Ei ⊆ p for all i ∈ I, and it follows that p is contained in the intersection. The proof of the reverse
inclusion is similar.

(d) For any prime ideal p, it contains the ideal a∩ b if and only if it contains the ideals a and b of A, or
equivalently ab by (i) of Proposition 1.10 since ab ⊆ a∩b and both ideals generate the same radical in
this case. So, V (a∩b) =V (ab).

Next, we note that a prime ideal p contains ab if and only if p contains either a or b. This follows
from the definition of a prime ideal. Hence, V (a∩b) =V (a)∪V (b).

Remark 1.3. The results in Example 1.13 show that the sets V (E) satisfy the axioms for closed sets
in a topological space. The resulting topology is called the Zariski topology. The topological space X is
called the prime spectrum of A, and is written Spec(A).

Example 1.14 (Atiyah and Macdonald p. 12 Question 17). For each f ∈ A, let X f denote the complement of
V ( f ) in X = Spec(A). The sets X f are open. Show that they form a basis of open sets for the Zariski topology,
and that

(i) X f ∩Xg = X f g;
(ii) X f = /0 if and only if f is nilpotent;

(iii) X f = X if and only if f is a unit;
(iv) X f = Xg if and only if r (( f )) = r ((g)) (here, r (( f )) denotes the radical of the ideal generated by f in the

ring);
(v) X is quasi-compact, i.e. every open covering of X has a finite subcovering;

(vi) More generally, each X f is quasi-compact
(vii) An open subset of X is quasi-compact if and only if it is a finite union of sets X f . The sets X f are called

basic open sets of X = Spec(A)
Hint: To prove (v), remark that it is enough to consider a covering of X by basic open sets X fi , where i ∈ I.
Show that the fi generate the unit ideal and hence that there is an equation of the form

1 = ∑
i∈J

gi fi gi ∈ A

where J is some finite subset of I. Then the X fi , where i ∈ J, cover X .

Solution. We first show that the collection of X f forms a basis of open sets for the Zariski topology. Given a
ring A, let f ∈ A and define

X f = {p ∈ Spec(A) : f ̸∈ p} .

For any ideal I ⊆ A, we define V (I) = {p ∈ Spec(A) : I ⊆ p} as the closed sets. The complement of V ( f ) is
X f , which as mentioned, is open. So, any open set in the Zariski topology is the union of such complements.
Hence, the X f form a basis.

(i) By definition,

X f ∩Xg = {p ∈ Spec(A) : f ̸∈ p and g ̸∈ p}= {p ∈ Spec(A) : f g ̸∈ p}= X f g

and the result follows.
(ii) For the forward direction, suppose X f = /0. Then, f ∈ p for all p ∈ Spec(A), so f is nilpotent. For the

reverse direction, if f is nilpotent, there exists n ∈ N such that f n = 0. So, for every prime ideal p, we
have f ∈ p so X f = /0.
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(iii) If f is a unit, then f ̸∈ p for all p ∈ Spec(A), so X f = X . For the forward direction, if X f = X , then f ̸∈ p

for all p. Hence, f is not contained in any maximal ideal, which implies f is a unit.
(iv) Equivalent to saying that V ( f ) =V (g).
(v) Let S =

{
X fi : i ∈ I

}
be an open cover of X . Since

X =
⋃
i∈I

X fi it implies the fi generate the unit ideal 1 = ∑
i∈J

gi fi for some finite J ⊆ I.

The result follows.
(vi) Note that X f can be covered by open sets X fi so we then apply the same argument as (v).

(vii) Trivial.

Recall from Definition 1.11 that a ring R is reduced if there exists no non-zero nilpotent elements, i.e. NA = (0).
As such, we have the following proposition.

Proposition 1.16. For I ⊆ R,

R/I is reduced if and only if I =
√

I, i.e. I is a radical ideal.

Definition 1.14 (Jacobson radical). Given a ring R, define

J (R) =
⋂
m⊆R

m maximal

m.

In other words, the Jacobson radical of R is the intersection of all maximal ideals m.

Proposition 1.17. NR ⊆ J (R)

Proposition 1.18. We have

x ∈ J (R) if and only if 1+ yx is a unit for all y ∈ R.

Proof. For the forward direction, choose x ∈ J (R). Suppose on the contrary that 1+ xy is not a unit. Then,
1+ xy ∈m for some maximal ideal m. As x ∈m, then xy ∈m, so 1 ∈m, which is a contradiction.

For the reverse direction, suppose on the contrary that x ̸∈m for some maximal ideal m. Then, (x)+m= R, so
we can write 1 = rx+m for some m ∈m. Then, m = 1− rx is not a unit. The result follows.

Definition 1.15 (ring of polynomials). Given a ring R, consider the polynomial ring in one variable X ,
denoted by R [X ]. It is defined as follows:

R [X ] =
{

polynomials ∑riX i : ri ∈ R and ri = 0 for sufficiently large i
}

Polynomial addition and multiplication (Cauchy product) are defined the obvious way.
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Definition 1.16 (formal Laurent series). Let R be a ring. The ring of formal Laurent series in the
variable X over R (often denoted by R [[X ]] is defined as follows:

R [[X ]] =

{
∞

∑
i=N

ri X i : N ∈ Z,ri ∈ R for all i,finitely many negative indices i for which ri ̸= 0

}
.

In other words, although the sum can extend infinitely in the positive direction, it can only extend finitely
in the negative direction.

Definition 1.15 can be generalised to multiple indeterminates.

Example 1.15 (construction of C by taking quotient of maximal ideal). R [x]/
(
x2 +1

)
= C

Example 1.16 (Gaussian integers). Let

Z [i] = {a+bi : a,b ∈ Z} denote the set of Gaussian integers.

Then, Z [x]/
(
x2 +1

)
= Z [i].

Example 1.17. Consider (5)⊆. Then

[i]/(5) = [x]/
(
x2 +1,5

)
= F5 [x]/

(
x2 +1

)
= F5 [X ]/((x−2)(x−3)) = F5×F5,

which is not an integral domain! Here, F5 is the finite field of 5 elements. Therefore, (5) [i]⊆ [i] is not prime†.

Definition 1.17 (local ring). A ring R is local if it has a unique maximal ideal m.

Example 1.18. Fields are local rings. To see why, the only ideals of any field F are {0} and F . Since {0} is
the only proper ideal in F , it is the unique maximal ideal.

Proposition 1.19. If k is an arbitrary field, then

k [[X ]] is a local ring as its only maximal ideal is (X) .

Proof. To show that any f ̸∈ (X) is invertible, write f as

f = r0 +Xg, where r0 ̸= 0 and g ∈ k [[X ]

We need to find h ∈ k [[X ]] such that f ·h = 1. Using formal power series, define

h =
1

r0 +Xg
.

Using the geometric series expansion, this can be rewritten as

h =
1
r0
· 1

1+Xg/r0
=

1
r0

∞

∑
i=0

(
−Xg

r0

)i

.

Since Xg ∈ k [[X ]], the series converges in the formal sense, and we obtain

h = r−1
0

∞

∑
i=0

X igir−i
0 .

Thus, h is a formal power series and f ·h = 1, proving that f is invertible.
†Prof. David Hansen mentioned that he did not want to delve too deep into MA5202 with the introduction of number fields, etc.
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Example 1.19 (Atiyah and Macdonald p. 11 Question 10). Let A be a ring and N be its nilradical. Show
that the following are equivalent:

(i) A has exactly one prime ideal;
(ii) every element of A is either a unit or nilpotent;

(iii) A/N is a field

Solution. Recall from Proposition 1.6 that we defined the nilradical to be the set of nilpotent elements of A. We
first prove that (i) implies (ii). Consider a maximal ideal of A, which must be prime, say p, since A has exactly
one prime ideal. By Definition 1.17, A is a local ring. So, every element of A is a unit or nilpotent.

To prove (ii) implies (iii), it suffices to show that every element of A/N is invertible. Take any x+N ∈ A/N
that is non-zero. So, x ̸∈N, i.e. x is not nilpotent. As such, x is a unit in A. Hence, there exists y ∈ A such that
xy = 1. In A/N, this means that

(x+N)(y+N) = xy+N= 1+N.

Hence, x+N is invertible in A/N.

Lastly, we prove (iii) implies (i). Suppose A/N is a field. As such, the nilradical is maximal, and thus prime. As

N=
⋂

p∈SpecA

p it implies every prime ideal contains N.

Since N is maximal, then every prime ideal coincides with N. We conclude that A only has one prime ideal. □

Example 1.20 (Atiyah and Macdonald p. 44 Question 5). Let A be a ring. Suppose that, for each prime
ideal p, the local ring Ap has no nilpotent element ̸= 0. Show that A has no nilpotent element ̸= 0. If each Ap is
an integral domain, is A necessarily an integral domain?

Solution. Suppose A has a non-zero nilpotent element x. Then, x belongs to all prime ideals p of A, and so do
all of its powers xn, for every n ∈N. Let p be a prime ideal. Then, (x/1) ∈ Ap is nilpotent. As such, for every p,
x∈ p so x belongs to the intersection of all prime ideals of A. As such, Spec(A) =NA. However, this contradicts
the fact that Ap has no non-zero nilpotent elements.

The second part is false. Take A = Z/6Z which is not an integral domain. The prime ideals of A are p2 = (2/6)
and p3 = (3/6) which correspond to 2 and 3 in Z. We can then construct the local rings

Ap2
∼= Z/2Z and Ap3

∼= Z/3Z which are integral domains as they are fields.

So, the second part is indeed false. □

1.2
Module Theory

Definition 1.18 (R-module). Let R be a ring. An R-module M is an Abelian group (M,+,0) equipped
with a map of sets

R×M→M where (r,m) 7→ m

such that the following properties hold:
(i) (r1 + r2)m = r1m+ r2m
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(ii) r (r′m) = (rr′)m
(iii) r (m1 +m2) = rm1 + rm2

(iv) 1R ·m = m

Definition 1.19 (R-module homomorphism). Given R-modules M and N, we have an obvious notion
of an R-module homomorphism f : M→ N. Given any such f , we can generate some new R-modules,
namely

ker f ⊆M im f ⊆ N ⊆ N ↠ coker f .

Example 1.21. An ideal I ⊆ R is an R-submodule of R.

Example 1.22. Let M and N be R-modules. Then,

HomR (M,N) = {R-module maps f : M→ N} .

This is a natural R-module as

( f1 + f2)(m) = f1 (m)+ f2 (m) and (r f )(m) = f (rm) = r f (m) .

Example 1.23. We have HomR (R,M) = M by sending f 7→ f (1) and f (1) 7→ (r 7→ rm).

Example 1.24. Given I ⊆ R, we have HomR (R/I,M) = M [I]. Here, M [I] refers to the torsion submodule of
M associated with I, where we define

M [I] = {m ∈M : there exists i ∈ I such that im = 0} .

Definition 1.20 (submodule). For a ring R with an ideal I ⊆ R, and an R-module M, IM denotes the
submodule of M generated by the expressions of the form i1m1 + · · ·+ i jm j.

Example 1.25. If M = R then we have IR = I.
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Chapter 2
Basic Commutative Algebra

2.1
Exact Sequences of Modules

Definition 2.1 (complex and exact sequences). Fix a ring R. A sequence of R-module homomorphisms

. . .
fi−1−−→Mi

fi−→Mi+1
fi+1−−→Mi+2

fi+2−−→ . . .

(i) is complex if im fi ⊆ ker fi+1 for all i, i.e. fi+1 ◦ fi = 0 for all i;
(ii) is an exact sequence if im fi = ker fi+1

We will often be in a situation where Mi = 0 for all but finitely many i.

Example 2.1. In the sequence of R-module homomorphisms 0→M
f−→ N, f is injective as ker f = {0}.

Example 2.2. In the sequence of R-module homomorphisms N
g−→ Q→ 0, g is surjective.

Example 2.3. The sequence of R-module homomorphisms

0→M id−→ 0 is always exact.

Definition 2.2 (short exact sequence). Suppose the sequence of R-module homomorphisms

0→M
f−→ N

g−→ Q→ 0 is exact.

This is equivalent to saying that f is injective, g is surjective, and im f = kerg.

Example 2.4. Consider the following sequence of Abelian groups:

Z ×2
↪−→Z↠Z/2Z

The first homomorphism maps each element i ∈ Z to the element 2i ∈ Z. The second homomorphism maps
each element i in Z to the quotient group Z/2Z, that is j≡ i (mod2). This is an exact sequence since the image
of the red homomorphism is the kernel of the blue homomorphism†.

Proposition 2.1. Given any R-module homomorphism f : M→ N, we can always obtain the following
two short exact sequences:

0→ ker f →M→ im f → 0

0→ im f → N→ coker f → 0

Recall that coker f measures how far f is from being surjective. It is defined as the quotient module f/ im f .

†In Category Theory language, the hook arrow ↪→ denotes an injective homomorphism so we say that it is a monomorphism; the
two-headed arrow ↠ is a surjective homomorphism so we say that it is an epimorphism.



MA5204 COMMUTATIVE AND HOMOLOGICAL ALGEBRA Page 17 of 42

Definition 2.3 (finitely generated module). An R-module M is finitely generated if there exist elements
x1, . . . ,xn ∈M such hat all m ∈M can be expressed as a finite linear combination, i.e.

n

∑
i=1

rimi for some ri ∈ R.

Note that if M is a finitely generated R-modue, it is equivalent to saying that there exists an exact sequence

Rn→M→ 0

ei 7→ xi

Definition 2.4 (finitely presented module). An R-module M is finitely presented if there exists an
exact sequence

Rm→ Rn→M→ 0 for some m,n ∈ N.

Example 2.5. Let k be a field. Define

R = k [x1,x2,x3, . . .] and m= (x1,x2,x3, . . .) so M = R/m∼= k.

Then, M is finitely generated but not finitely presented as m is not finitely generated as an R-module.

Example 2.6. Suppose we have a short exact sequence 0→ M1 → M2 → M3 → 0. Then, M1 and M3 are
finitely generated, which implies M2 is also finitely generated (in Example 2.7, we will discuss the proof of this
result but for the case where the sequence is exact, i.e. no assumption of it being a short exact sequence). The
same result holds if we change the term ‘finitely generated’ to ‘finitely presented’.

Example 2.7 (Atiyah and Macdonald p. 32 Question 9). Let

0→M′→M→M′′→ 0 be an exact sequence of A-modules.

If M′ and M′′ are finitely generated, then so is M.

Solution. Suppose

M′ is generated by x1, . . . ,xn and M′′ is generated by z1, . . . ,zm.

Suppose u : M′→M and v : M→M′′ are A-module homomorphisms. Let v(yi) = zi for all 1≤ i≤m. Also, let
x ∈M. Then, there exist b1, . . . ,bm ∈ A such that v(x) = b1z1 + . . .+bmzm. Hence,

v(x) = b1v(y1)+bmv(ym) so v(x) = v(b1y1 + . . .+bmym) .

Hence, x−b1y1− . . .−bmym ∈ kerv. As the sequence is exact, then imu = kerv. So, there exist a1, . . . ,an ∈ A
such that

x− (b1y1 + . . .+bmym) = a1u(x1)+anu(xn)

x = b1y1 + . . .+bmym +a1u(x1)+anu(xn)

so M is generated by u(x1) , . . . ,u(xn) ,y1, . . . ,ym. □
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Example 2.8 (Atiyah and Macdonald p. 32 Question 12). Let M be a finitely generated A-module and
ϕ : M→ An be a surjective homomorphism. Show that kerϕ is finitely generated.

Hint: Let e1, . . . ,en be a basis for An and choose ui ∈ M such that ϕ (ui) = ei for all 1 ≤ i ≤ n. Show that
M is the direct sum of kerϕ and the submodule generated by u1, . . . ,un.

Solution. Let m ∈M, so ϕ (m) ∈ An. We can write

ϕ (m) = a1e1 + . . .+anen where a1, . . . ,an ∈ A.

Also, let U be a submodule of M. Since M is finitely generated, then U is also finitely generated by say
u1, . . . ,un. So, there exist a1, . . . ,an ∈ A such that

u = a1u1 + . . .+anun

ϕ (u) = a1ϕ (u1)+anϕ (un)

= a1e1 + . . .+anen

Since the RHS is ϕ (m), then ϕ (u−m) = 0, so u−m ∈ kerϕ . Thus, for any m ∈M, we can decompose it as
m = (m−u)+ u, which shows that M is the sum of kerϕ (elements of the form m− u) and the submodule
generated by u1, . . . ,un.

We then show that the sum is direct, i.e. kerϕ ∩U = /0. Suppose m ∈ kerϕ ∩U . Then, m ∈ kerϕ and m ∈U .
The former tells us that ϕ (m) = 0, whereas the latter tells us that

m = a1u1 + . . .+anun where a1, . . . ,an ∈ A.

Applying ϕ to both sides, we obtain 0 = a1e1 + . . .+ anen. Since e1, . . . ,en is a basis for An, then a1 = . . . =

an = 0. Hence m = 0 and the result follows. □

Lemma 2.1 (snake lemma). Suppose we are given a commutative diagram of R-modules

0 M′ M M′′ 0

0 N′ N N′′ 0

a

f ′

b

f f ′′

c d

where the rows are exact. Then, there exists a natural exact sequence

0→ker f ′→ ker f ker f ′′ δ−→ coker f ′→ coker f → coker f ′′→ 0.

Proof. It suffices to construct δ . Given x ∈ M′′ such that f ′′ (x) = 0, pick y ∈ M such that b(y) = x. Then
0 = f ′′ (x) = f ′′ (b(y)) = d ( f (y)). Thus f (y) ∈ kerd = imc, so there exists a unique z ∈ N′ such that
c(z) = f (y). We set δ (x) = z+ f ′.

For well-definedness, we need to see that the choice of y does not matter. If y′ ∈ M with b(y′) = x, then
y = y′ ∈ kerb = ima so f (y)− f (y′) ∈ imc.

Proposition 2.2 (Nakayama’s lemma, useless version). Fix a ring A. Pick M to be a finitely generated
A-module and I ⊆ A be an ideal. Let ϕ : M→M be an A-module homomorphism such that ϕ (M)⊆ IM.
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Then,

there exists an equation ϕ
n +a1ϕ

n−1 +a2ϕ
n−2 + . . .+an = 0 where ai ∈ I.

Proof. Pick x1, . . . ,xn ∈M generating M. Then, ϕ (xi) ∈ IM. Since M is finitely generated, then

ϕ (xi) =
n

∑
j=1

ai jx j for some choice of ai j ∈ I.

We can write the equation as

n

∑
j=1

(δi jϕ (xi)−ai j)x j = 0.

Write the above as Ax = 0 so

Ai j = δi jϕ (xi)−ai j and x =


x1
...

xn

 .
Recall from MA2001 that

det(A)In = adj(A)A where adj(A)i j = (−1)i+ j M ji.

Hence, 
det(A)x1

...
det(A)xn

= det(A)Inx = adj(A)Ax = 0.

As such, det(A)xi = 0 for all 1 ≤ i ≤ n. So, det(A) = 0 in HomA (M,M). We conclude that det(A) = ϕn +

a1ϕn−1 + . . .+an, where ai ∈ I.

Corollary 2.1. Let M be a finitely generated A-module and I ⊆ A be an ideal such that IM = M. Then,

there exists a≡ 1 (mod I) such that aM = 0.

Proof. If IM = M, then by Proposition 2.2, we have 0 = 1+a1 + . . .+an as elements of HomA (M,M), where
the RHS is an element of I. Setting a = 1+a1 + . . .+an, the result follows.

Proposition 2.3 (Nakayama’s lemma V1). Let M be a finitely generated A-module and I ⊆ J (A) be
an ideal (recall that J (A) is the Jacobson radical of A). If IM = M, then M = 0.

Proof. By Corollary 2.1, we obtain some a = 1+ I with aM = 0. However, I ⊆ J (A), which implies a ∈ A⋆.
So, M = a−1 (aM) = 0.

Example 2.9. Let A = Z/4Z and M be a finitely-generated A-module. Recall that the Jacobson radical J (A)
is the intersection of all maximal ideals m of A, for which there is only one (2). As such, J (A) = 2A. Setting
I = J (A), we have J (A)M = M since 2M = M. As such,

IM = M which implies M = 0 (the zero module).
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Example 2.10 (Atiyah and Macdonald p. 32 Question 10). Let A be a ring, a an ideal contained in J (A); let M
be an A-module and N a finitely generated A-module, and let u : M→N be a homomorphism. If M/aM→N/aN
is surjective, prove that u is surjective.

Solution. We will make use of V1 of Nakayama’s lemma (Proposition 2.3). Define L = N/u(M). We shall
prove that L = 0, i.e. N = u(M)„ and consequently, u is surjective. Since

M/aM→ N/aN is surjective,

then for every element n ∈ N/aN, there exists m ∈M/aM mapping to it. As such, N/aN = (u(M)+aN)/aN,
or equivalently, N = u(M)+aN. As such, we have

L = N/u(M) = (u(M)+aN)/u(M) .

From here, one can deduce that L ⊆ aN/u(M), so L = aL. Since a is an ideal contained in the Jacobson
radical J (A), then by applying Nakayama’s lemma (Proposition 2.3) to the finitely-generated A-module L (since
L = aL), then L = 0. The result follows. □

Proposition 2.4 (Nakayama’s lemma V2). Let M be a finitely generated A-module, N ⊆M and I ⊆
J (A). Then,

M = IM+N implies M = N.

Proof. Applying version 1 of Nakayama’s lemma (Proposition 2.3) to Q = M/N, we obtain

IQ = (IM+N)/N = M/N = Q.

Again by applying Proposition 2.3, we have Q = 0 so M = N.

Proposition 2.5 (Nakayama’s lemma V3). Let (A,m) be a local ring and k = A/m denote its residue
field. If M is a finitely generated A-module and x1, . . . ,xn ∈M/mM span M/mM as a k-vector space, then
any choice of lifts x̃1, . . . , x̃n ∈M generate M as an A-module.

Proof. Take N ⊆M to be the submodule generated by x̃1, . . . , x̃n. Then, M = N+mM, so M = N by Proposition
2.5.

Example 2.11. Recall that every field is a local ring (Example 1.18). For any field k, let A = k [x] and let
m = (x) be the maximal ideal in A. Take M = A/

(
x2
)

as an A-module. The residue field is k = A/m. The
module M/mM =

(
A/
(
x2
))

/(x) = k, which is a 1-dimensional k-vector space. Also, the element 1 ∈M/mM
spans M/mM as a k-vector space. By Proposition 2.5, the lift 1̃ = 1 ∈ M generates M as an A-module. We
conclude that A/

(
x2
)

is cyclic as an A-module.

2.2
Localization

Definition 2.5 (multiplicatively closed set). Fix a ring A. A subset S⊆ A is said to be multiplicatively
closed if

1 ∈ S and for all s1,s2 ∈ S we have s1s2 ∈ S.
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Example 2.12. For any ring A, the set of non-zero divisors is multiplicatively closed.

Example 2.13. For any f ∈ A,
{

1, f , f 2, . . .
}

is multiplicatively closed.

Example 2.14. For any prime ideal p of A, the set A\p is multiplicatively closed.

Theorem 2.1. Given a ring A and any multiplicatively closed S⊆ A, there exists a naturally associated
ring S−1A equipped with a ring homomorphism ϕ : A → S−1A (S−1A denotes the localization of A
at S) such that for any ring homomorphism f : A→ B where f (S) ⊆ B×, there exists a unique ring
homomorphism

f ′ : S−1A→ B such that f = f ′ ◦ϕ.

Hence, the following diagram commutes:

A B

S−1A

f

ϕ
∃! f ′

In other words words, ϕS : A→ S−1A is universal for ring homomorphisms f : A→ B sending S to units.

Proof. We will first construct S−1A as a set. Let

S−1A = (A×S)/∼,

with (a,s)∼ (a′,s′) if and only if there exists t ∈ S such that t (as′−a′s) = 0. We define

(a,s) · (a′,s′) = (aa′,ss′)

(a,s)+(a′,s′) = (as′+a′s,ss′)

The multiplicative identity is (1,1) and the additive identity is (0,1).

We will write a
b for the equivalence class of (a,b). The universal map ϕS : A→ S−1A is defined by a 7→ (a,1).

Given f : A→ B, suppose that f = f ′ ◦ϕS for some f ′ : A→ S−1A, then f (S)⊆ f ′((S−1A)×)⊆ B×.

Now suppose that f (S)⊆ B×. Note that a ∈ kerϕS if and only if there exists s ∈ S such that sa = 1. Now define
f ′
(a

s

)
= f (a) f (s)−1. We need to show that this is well-defined, i.e. independent of the choice of representatives.

If (a,s)∼ (a′,s′) then there exists t ∈ S such that tas′− ta′s = 0, so applying f gives

f (t) f (a) f (s′) = f (t) f (a′) f (s) = 0,

whence multiplying by ( f (s) f (s′) f (t))−1 gives f (a) f (s)−1 − f (a′) f (s′)−1 = 0 as required. It is clear by
construction that g′ ◦ ϕS = f . This map is unique because kerϕS ⊆ ker f . Note that ϕS (s) is a unit for all
s ∈ S, since (s,1) = (1,s) = (1,1) = 1S−1A.

Corollary 2.2. We have

ϕS : A→ S−1A is an isomorphism if and only if S⊆ A×.

Proof. For the forward direction, note that ϕ (S) ⊆
(
S−1A

)×, but ϕS is an isomorphism, so S ⊆ A×. For the
reverse direction, we use the universal property of S−1A on id : A → A to find f−1 : S−1A → A such that
id : f ◦ϕS. The result follows.
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We briefly remark that ϕS is not always injective. For instance, if A = Z/6Z and S = {1,2,4}, then S−1A =

Z/3Z. One checks that S ⊆ A. Moreover, S is a multiplicatively closed subset of A. That is to say, S is closed
under multiplication. We will justify that S−1A = Z/3Z (recall that this process is known as localization, which
makes the elements of S invertible). Elements of S−1A are of the form a

s , where a ∈ A and s ∈ S, with the rule
that

a
s
=

b
t

if and only if there exists a unit u such that u(sa− tb) = 0 in A.

Consider 2 ∈ S, which satisfies gcd(2,6) = 2. So, multiplication by 2 annihilates 3, i.e. 2 ·3 = 0. The condition
2 is invertible in the localization implies that 3 must be sent to 0. As such, the ring Z/6Z effectively collapses
as if we were also factoring the ideal generated by 3. Indeed, it is clear that 2 is invertible in Z/3Z since
2 ·2≡ 1 (mod3).

Having said all the above, if however S does not contain any zero divisors, then ϕS is injective. In particular, if
A is an integral domain, then ϕS is injective for any S and S−1A is also an integral domain.

Proposition 2.6. If S⊆ T ⊆ A are multiplicatively closed, then the following diagram commutes:

A S−1A

T−1A (ϕS(T ))−1S−1A

ϕS

ϕT

ϕϕS(T )

∼

Example 2.15. Choose f ∈ A and take S =
{

1, f , f 2, . . .
}

which is multiplicatively closed. Then, we can write
A f = S−1A.

Proposition 2.7. We have A f ∼= A [X ]/(1− f X).

Now let R be a ring, S ⊆ R be multiplicatively closed, and consider ϕS : R→ S−1R. If I ⊆ R is an ideal of
R, then ϕS (I)S−1R ⊆ S−1R is an ideal of S−1R. Likewise if J ⊆ S−1R is an ideal of S−1R, then ϕ

−1
S ⊆ R is an

ideal of R. We can verify the following facts:

• ϕ
−1
S

(
ϕS (I)S−1R

)
⊇ I;

• J ⊇ ϕS
(
ϕ
−1
S (J)

)
S−1R

In general, equality does not hold. But things are nicer with prime ideals.

Theorem 2.2. There exists a canonical bijection

{prime p⊆ R | p∩S = /0} ∼= {prime ideals q⊆ S−1R}

sending p→ ϕS (p)S−1R and q 7→ ϕ
−1
S (q).

Definition 2.6 (saturation). Let a ⊆ R be any subset. We define the saturation of a with respect to S
to be

aS = {a ∈ R | sa ∈ a for some s ∈ S} .

If a= aS, we say that a is saturated.
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Proposition 2.8. Let R be a ring. Fix a multiplicatively closed subset S⊆ R. Then, the following hold:
(i) If b⊆ S−1R is an ideal, then ϕ

−1
S (b) =

(
ϕ
−1
S (b)

)S
and b= ϕ

−1
S (b)S−1R

(ii) If b⊆ R is an ideal, then ϕS (a)S−1R = ϕS
(
aS
)

S−1R and ϕ
−1
S

(
ϕS (a)S−1R

)
= aS

(iii) Let p⊆ R be a prime ideal with p∩S = /0. Then p= pS and ϕS (p)S−1R⊆ S−1R is prime.

Proof. We first prove the first part of (i). Suppose a ∈ ϕ
−1
S (b). Then,

as
1
∈ b⊆ S−1R.

Since s is a unit in S−1R, then we can write

a
1
=

as
1
· 1

s
∈ b so ϕS (a) ∈ b.

As such, a ∈ ϕ
−1
S (b). One can deduce ⊆ of the first part from here. ⊇ is obvious.

We then prove the second part of (i). Suppose ϕS (a) ∈ b, so a ∈ ϕ
−1
S (b). So,

a
s
=

a
1
· 1

s
∈ ϕ

−1
S (b)S−1R,

which implies b⊆ ϕ
−1
S (b)S−1R, proving ⊆. Note that ⊇ is obvious, so (i) holds.

We then prove the first part of (ii). Suppose a ∈ aS, i.e. there exists s with sa ∈ a. Thus,

a
1
=

as
1
· 1

s
∈ ϕS (a)S−1R.

Thus, ⊆ follows. Note that ⊇ is obvious, so the first part of (ii) follows. For the second part, suppose x ∈
ϕ
−1
S

(
ϕS (a)S−1R

)
. Then,

x
1
=

a
s

with a ∈ a and s ∈ S.

This implies that there exists t ∈ S such that xst = at in a. As such, x ∈ aS. Thus, ϕ
−1
S

(
ϕS (a)S−1R

)
⊆ as,

proving the forward direction ⊆. The reverse direction ⊆ holds as the left side is saturated by 1. As such, the
second part of (ii) holds, so (ii) holds.

Lastly, we prove (iii). For the first part, take as ∈ p for some prime ideal p ⊆ R. Since p∩ S = /0, this implies
a ∈ p. As such, pS ⊆ p, proving ⊇. The proof of the forward direction ⊆ is clear.

We then prove the second part. Note that

ϕS (p)S−1R ̸= S−1R because ϕ
−1
S

(
ϕS (p)S−1R

)
= pS = p.

The last equality follows from the first part of (iii). Now, suppose we are given some element

a
s
· b

t
∈ ϕS (p)S−1R.

Then,

ab ∈ ϕ
−1
S

(
ϕS (p)S−1R

)
= p.

Since p is a prime ideal, then either a ∈ p or b ∈ p. So,

a
s

or
b
t

is an element of ϕS (p)S−1R.

It follows that ϕS (p)S−1R is prime, completing the proof.
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Example 2.16. If S =
{

1, f , f 2, . . .
}

with S−1R= R f , then the induced map Spec(R f )→ Spec(rR) is injective
with image {p⊆ R | f ̸∈ p}= Spec(R\V ( f )). In particular, the image is an open subset.

Definition 2.7 (localization). Let A be a ring and S ⊆ A be multiplicatively closed. Suppose M is an
A-module. Define an S−1A module as follows:

S−1M = M×S/∼ where (m,s)∼
(
m′,s′

)
if there exists t ∈ S such that t

(
s′m− sm′

)
= 0

We use the notation m
s to refer to the equivalence class (m,s). Addition and scalar multiplication are

defined in the following obvious way:

(m,s)+
(
m′,s′

)
=
(
s′m+ sm′,ss′

)
and (a,s) · (m, t) = (am,st)

If f : M→ N is any map of A-modules, we obtain an induced map

S−1 f : S−1M→ S−1N of S−1A-modules.

In Category theory, we say that S−1 (·) is a functor from an A-module to an S−1A-module.

Proposition 2.9. If

M′
f−→M

g−→M′′ is exact at M,

then

S−1M
S−1 f−−→ S−1M

S−1g−−→ S−1M is exact at S−1M.

Proof. Note that im
(
S−1 f

)
⊆ ker

(
S−1g

)
since

(
S−1g◦S−1 f

)(m′

s

)
=

g( f (m′))
s

=
0
s
= 0.

Next, suppose we are given some m
s ∈M with

g(m)

s
= 0 in S−1M′′.

Then, there exists t ∈ S such that t (g(m)) = 0 in M′′. This implies g(tm) = 0. As such, there exists n ∈M′ such
that f (n) = tm. Applying S−1 f yields

S−1
( n

ts

)
=

f (n)
ts

=
tm
ts

=
m
s

which is contained in S−1 f .

Recall that localization induces an injective map Spec
(
S−1A

)
→ Spec−1 (A) with image q such that q∩S =

/0. If S = A\p, then this simplifies to Spec(Ap) = q⊆ A such that q⊆ p. In particular, Ap is a local ring with a
unique maximal ideal.

Proposition 2.10. Let M be an A-module. Then, the following are equivalent:
(i) M = 0

(ii) For all prime ideals p, we have Mp = 0
(iii) For all maximal ideals m, we have Mm = 0
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Proof. (i) implies (ii) implies (iii) is obvious.

To prove (iii) implies (i), suppose M ̸= 0. Choose some non-zero x ∈ M. Then, Ann(x), which denotes all
a ∈ A such that ax = 0 (recall that this is called the annihilator of x), is a proper subset of A. Hence, there exists
a maximal ideal m with Ann(x)⊆m.

Now, consider x
1 ∈ Mm. If x

1 = 0 in Mm, then sx = 0 for some s ∈ A \m. However, (A\m)∩Ann(x) = /0.
Thus, x

1 ̸= 0 in Mm, implying that Mm ̸= 0.

Proposition 2.11. Let f : M → N be any a A-module homomorphism. Then, the following are
equivalent:

(i) f is injective
(ii) For all prime ideals p, fp : Mp→ Np is injective

(iii) For all maximal ideals m, fm : Mm→ Nm is injective

2.3
Tensor Products

Definition 2.8 (bilinear map). Fix a ring A. Let M,N,P be A-modules. A map b : M×N→ P is said
to be bilinear if the following properties hold:

(i) b(m+m′,n) = b(m,n)+b(m′,n) and b(m,n+n′) = b(m,n)+b(m,n′)
(ii) b(am,n) = b(m,an) = a ·b(m,n)

We let

BilA (M×N,P) denote the set of bilinear maps b : M×N→ P over A.

Lemma 2.2. There exists an A-module M⊗A N together with an A-bilinear map

buniv : M×N→M⊗A N

such that the induced map

HomA (M⊗A N,P)→ BilA (M×N,P) where f → f ◦buniv is an isomorphism for all P.

Proof. We discuss the construction of M⊗A N as a module. Let F be the free A-module generated by all pairs
(m,n). Let R⊆ F be the A-submodule generated by all elements of the following forms:

(i) (m1 +m2,n)− (m1,n)− (m2,n)
(ii) (m,n1 +n2)− (m,n1)− (m,n2)

(iii) (am,n)−a(m,n)
(iv) (m,an)−a(m,n)

Set M⊗A N = F/R. Consider the map

F →M⊗A N where (m,n) 7→ (m⊗n) .

By construction, M⊗A N is spanned by the elements m⊗n and these satisfy the following relations:
(i) (m1 +m2)⊗n = m1⊗n+m2⊗n
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(ii) m⊗ (n1 +n2) = m⊗n1 +m⊗n2

(iii) (am)⊗n = a(m⊗n) = m⊗ (an)
Thus the map buniv : M×N→M⊗A N sending (m,n) 7→m⊗n is bilinear. It is also clear that if f : M⊗A N→ P
is any A-module map, the induced map f ◦buniv : M×N→ P is A-bilinear. Conversely, suppose that we have a
bilinear map B : M×N→ P. Define an A-module map B̃ : F → P defined by

∑ai (mi,ni) 7→∑aiB (mi,ni) .

By the definition of bilinearity, we have R⊆ ker B̃. Thus, B̃ factors as

F P

F/R = M⊗A N

B̃

∃β

for some unique A-module map β . Finally, it is clear that β ◦buniv = B by construction.

Proposition 2.12. Here are some nice properties of the tensor product.
(i) M⊗A A = M

(ii) M⊗A N ∼= N⊗A M
(iii) (M1⊕M2)⊗A N ∼= (M1⊗A N)⊕ (M2⊗A N)

(iv) (M⊗A N)⊗A K ∼= M⊗A (N⊗A K)

Here is a generalisation of (iv). Suppose we are given two rings A and B. let M and N be A- and B-modules
respectively and P be an (A,B)-module. Then,

M⊗A P is a B-module and P⊗B N is an A-module.

Moreover,

(M⊗A P)⊗B N ∼= M⊗A (P⊗B N) .

Suppose M is an A-module and ϕ : A→ B is a ring map, i.e. B is an A-algebra. Then, M⊗A B is canonically
a B-module, i.e.

b
(
∑mi⊗bi

)
= ∑mi⊗ (bbi) .

This is compatible with the obvious A-module structure because

ϕ (a) ·∑mi⊗ni = ∑mi⊗ϕ (a)bi = ∑ami⊗bi = a
(
∑mi⊗bi

)
.

Proposition 2.13. Fix S⊆ A and let M be an A-module. Then, there exists a canonical isomorphism of
S−1A modules, i.e.

S−1A⊗A M ∼= S−1M.

Proof. The map

S−1A×M→ S−1M where
(a

s
,m
)
=

am
s
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is A-bilinear so it induces a unique A-module homomorphism as follows:

f : S−1A⊗A M→ S−1M where ∑
ai

si
⊗mi 7→∑

aimi

si

which is obviously surjective as

m
s
= f

(
1
s
⊗m

)
.

It suffices to prove that f is injective. Let

∑
ai

si
⊗mi ∈ S−1A⊗A M be an arbitrary element.

Set

s = ∏si and ti = ∏
j ̸=i

s j.

Then,

∑
ai

si
⊗mi = ∑

aiti
s
⊗mi = ∑

1
s
⊗aitimi =

1
s
⊗∑aitimi.

Thus, all elements of S−1A⊗A M can be written in the form 1
s ⊗m where m ∈M. Thus,

f
(

1
s
⊗m

)
=

m
s
= 0 implies there exists some t ∈ S such that tm = 0.

But then
1
s
⊗m =

1
ts
⊗ tm =

1
ts
⊗0 = 0.

To summarise, f
(1

s ⊗m
)
= 0 implies 1

s ⊗m = 0, so f is injective.

Proposition 2.14 (tensor-hom adjunction). Let M,N,P be A-modules. Then,

HomA (M⊗A N,P)∼= HomA (M,HomA (N,P)) .

Proof. We have

HomA (M⊗A N,P) = BilA (M×N,P) .

This has the following canonical isomorphism:

BilA (M×N,P)∼= Hom(M,HomA (N,P)) where b 7→ (M→ HomA (N,P) where m 7→ b(m, ·))

To see this, observe that a bilinear map b : M×N→ P naturally induces a map M→ HomA (N,P) by sending
m ∈M to the function N→ P defined by n 7→ b(m,n). Since b is bilinear, then the map M→HomA (N,P) is A-
linear. Conversely, given a module homomorphism f : M→HomA (N,P), define a bilinear map b : M×N→ P
by setting b(m,n) = f (m)(n). This is a bilinear map since f is linear in m and f (m) is linear in n.

Suppose 0→M′→M→M′′→ 0 is exact and N is an A-module. Is 0→M′⊗A N→M⊗A N→M′′⊗A N
still an exact sequence? The answer is no, in general, but we have something less strict as follows.
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Proposition 2.15. If

M′→M→M′′→ 0 is exact then M′⊗N→M⊗N→M′′⊗N→ 0 is exact.

In other words, the functor −⊗N is right exact.

To prove this, we need the following lemma:

Lemma 2.3. The following hold:
(i) A sequence M′ → M → M′′ → 0 is exact if and only if for all A-modules P, the sequence 0→

HomA (M′′,P)→ HomA (M,P)→ HomA (M′,P) of abelian groups of homomorphisms is exact
(ii) A sequence 0→ M′ → M → M′′ is exact if and only if for all A-modules P, the sequence 0→

HomA (P,M′)→ HomA (P,M)→ HomA (P,M′′) is exact

We now prove Proposition 2.15.

Proof. We can argue now as follows: Suppose M′→M→M′′→ 0 is exact. Since 0 is on the right, we use (i)
of Lemma 2.3. We are going to use a funny choice of P, in particular, we see that the sequence

0→ HomA
(
M′′,HomA (N,P)

)
→ HomA (M,HomA (N,P))→ HomA

(
M′,HomA (N,P)

)
is exact by (i) of Lemma 2.3. By the tensor-hom adjunction (Proposition 2.14) we get

0→ HomA
(
M′′⊗A N,P

)
→ HomA (M⊗A N,P)→ HomA

(
M′⊗A N,P

)
.

Since this is exact for all P, using the reverse of the first part of Proposition 2.15, we get

0→M′⊗A N→M⊗A N→M′′⊗A N

which is exact.

Definition 2.9 (flat module). An A-module N is flat if−⊗A N is exact. Equivalently, for every injective
A-module map M′→M, the induced map M′⊗N→M⊗N is still injective.

Example 2.17. Let A be a commutative ring and S ⊆ A be a multiplicatively closed subset. Recall that the
localizaion S−1A consists of elements of the form a

s , where a∈A and s∈ S. Here, the multiplication and addition
operations are defined naturally.

S−1A is naturally an A-module via the action

a · b
s
=

ab
s

for all a,b ∈ A,s ∈ S.

Next, for any A-module M, tensoring with S−1A defines a functor

M 7→M⊗A S−1A.

By the universal property of localization, we have

M⊗A S−1A∼= S−1M.
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The map M 7→ S−1M is an exact functor, i.e. if we have an exact sequence of A-modules

0→M′→M→M′′→ 0,

then applying S−1 (−) yields an exact sequence of localized modules as follows:

0→ S−1M′→ S−1M→ S−1M′′→ 0

since localization commutes with taking kernels and cokernels. As −⊗A N is exact, then −⊗A S−1A is also
exact, making S−1A a flat A-module.

Example 2.18. Let A be a ring. Suppose we are given ideals I,J ⊆ A. Then,

0→ I→ A→ A/I→ 0 is exact.

This is because I → A is just the inclusion map, which is injective, and A→ A/I is the natural quotient map,
which is surjective. Also, the kernel of the quotient map is I, so the sequence is exact.

We then tensor this sequence with A/J, meaning we apply −⊗A A/J to every term to obtain

I⊗A A/J α−→ A/J→ A/I⊗A A/J→ 0 which is exact.

To see why, for any element in I⊗A A/J, we have

α
(
∑ i j⊗a j

)
= ∑α (a ji j⊗1) = ∑a ji j.

This means that elements in I⊗A A/J get mapped to their products modulo J. imα consists of all elements in
A/J that come from sums of products of elements from I and arbitrary elements of A. A crucial observation by
the second isomorphism theorem yields

imα = I/(I∩ J)∼= (I + J)/J.

Here, cokerα = A/(I + J). Thus, we obtain the new exact sequence

I⊗A A/J→ A/J→ A/(I + J)→ 0.

Note that if the sequence is exact at I⊗A A/J, then α is injective.

However, the sequence may not be flat! For example, let A = Z, I = (10) and J = (5), so the sequence we
tensor is

0→ (10)→ Z→ Z/10Z→ 0.

Tensoring with Z/5Z, we obtain

(10)⊗ZZ/5Z→ Z/5Z→ Z/5Z→ 0.

Here, imα consists of elements of the form 10k⊗ 1 7→ 10k in Z/5Z, which is in fact 0. Since every element
in (10)⊗Z Z/5 is mapped to zero, then imα = {0}, so α is not injective, i.e. the sequence is not exact. This
makes Z/5Z not a flat Z-module.

Suppose we are given ring homomorphisms A→ B and A→C. Then, B⊗A C is canonically equipped with
a ring structure and satisfies a universal property. To see why, we shall explicitly construct the tensor product.
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Consider the map
B×C×B×C→ B⊗A C where

(
b,c,b′,c′

)
7→ bb′⊗ cc′.

This is a well-defined map of sets. Observe that this map is A-linear in each variable. We are going to spam
some universal properties (of bilinear maps). We obtain the linear map (B⊗A C)⊗A (B⊗A C)→ B⊗A C such
that the following diagram commutes:

(B⊗A C)⊗A (B⊗A C) B⊗A C

(B⊗A C)× (B⊗A C)

µ

Composing with the universal map from the universal property of tensors, we obtain the multiplication map.

Proposition 2.16 (universal property of pushout). Given any commutative diagram of A-algebras

B

A B⊗A C D

C

f

h

g

there exists a unique ring homomorphism h : B⊗A C→ D making the above diagram commute.

The idea in Proposition 2.16 is that given f and g, we can consider the map

B×C→ D where (b,c) 7→ f (b)g(c)

This is well-defined and A-bilinear (since we are working with A-algebras), thus the universal property for
bilinear maps yields the desired map B⊗A C→ D.

Example 2.19. Fix a ring A and consider ring homomorphisms A→ B and A→ A [X ]. Note that B⊗A A [X ] =

B [X ]. Also, the following diagram commutes:

A B

A [X ] B⊗A A [X ] = B [X ]

To deduce this without excessive calculations, we can simply write

A [X ] =
⊕

n∈Z≥0

A

and use the fact that tensor products distribute across direct sums. Alternatively, we can use the universal
property from before.

Example 2.20. Say we are interested in C⊗RC. Recall from MA3201 that C=R [X ]/
(
X2 +1

)
. Then using

a previous result that (A/J)⊗A B = B/JB (where JB is the ideal in B generated by the image of J), we obtain

C⊗RC= R[X ]/(X2 +1)⊗RC

= (R [X ]⊗RC)/
(
X2 +1

)
= C [X ]/

(
X2 +1

)
= C [X ]/((X + i)(X− i))

= C×C



MA5204 COMMUTATIVE AND HOMOLOGICAL ALGEBRA Page 31 of 42

We can define an explicit isomorphism

C⊗RC∼= C×C where a⊗b 7→ (ab,ab) .

In fact, the same proof will work to prove that for any finite Galois extension E/F , we have E⊗F E ∼= E [E:F ].
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Chapter 3
Some Classes of Rings

3.1
Noetherian Rings

Definition 3.1 (Noetherian ring). Given a ring A, the following are equivalent:
(i) Every ascending chain of ideals I1 ⊆ I2 ⊆ . . . stabilizes, i.e. In = In+1 for sufficiently large n ∈ N

(ii) Every ideal I ⊆ A is finitely generated as an A-module.
(iii) For any N ⊆M of A-modules, M is finitely generated implies N is finitely generated

If a ring satisfies any (thus all) of these conditions, we say that the ring is Noetherian.

We can also see Definition 3.1 as a proposition. We now provide a proof for it.

Proof. We first prove (i) implies (ii) by contraposition. Assume that I ⊆ A is an ideal which is not finitely
generated as an A-module. Then, we can pick generators I = (a1,a2, ldots) such that (a1)⊂ (a1,a2)⊆ . . .. This
gives a chain I1 ⊊ I2 ⊊ I3 ⊊ · · · that does not stabilize. Therefore (i) does not hold. As such, (i) implies (ii).

We then prove (ii) implies (iii) by performing induction on the minimum number of generators of M. If M
is generated by one element, then M is isomorphic to a quotient A/I of A for some ideal I. Then submodules of
M are identified with ideals J of A that contain I. Since all ideals of A are finitely generated by assumption, J is
finitely generated, whence J/I ∼= N is finitely generated.

For the induction hypothesis, suppose we are given an A-module M generated by x1, . . .xn. Let M′ be a
submodule generated by x1, let M′′ = M/M′. This yields a short exact sequence as follows:

0→M′→M→M′′→ 0

where since M′ is generated by x1, M′′ must be generated by (the image in M′′ of) x2, . . . ,xn. Now we pick any
submodule N ⊂M. Then, we obtain the following diagram:

0 M′ M M′′ 0

0 N∩M′ N N/(N∩M′) 0

(N +M′)/M′

Then, N ∩M′ is finitely generated by the base case (the case of modules generated by one element) and
N/N∩M′ is finitely generated by the induction hypothesis. Therefore, N is also finitely generated by Example
2.7†.

Lastly, we prove (iii) implies (i). Say any submodule of a finitely generated A-module is finitely generated,

†In Example 2.7, recall we proved that if the outer two modules are finitely generated, then the middle module is also finitely generated.
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then given any ascending chain of ideals I1 ⊆ I2 ⊆ . . ., the union

⋃
n∈N

In ⊆ A is finitely generated as an A-module.

Thus, ⋃
n∈N

In = (x1, . . . ,x j) for some x1, . . . ,xn ∈ IN ,

where N ∈ N is sufficiently large. It follows that In = In+1 for all n≥ N.

Example 3.1. Z is a Noetherian ring.

Example 3.2. Any field is a Noetherian ring.

Example 3.3. If A is a Noetherian ring and I ⊆ A is an ideal, then A/I is Noetherian.

Example 3.4. If A is Noetherian and S ⊆ A is multiplicatively closed, then S−1A is Noetherian. To see why,
any ideal I ⊆ S−1A is extended from some I′ ⊆ A. If x1, . . . ,xn generate I′, then x1

1 , . . . ,
xn
1 generate I′

(
S−1A

)
= I.

Theorem 3.1 (Hilbert basis theorem). If A is a Noetherian ring, then A [X ] is also Noetherian.

Proof. See my MA4273 notes.

Corollary 3.1. If A is Noetherian, then A [X1, . . . ,Xn] is also Noetherian.

Definition 3.2 (finitely generated and finitely presented algebras). Fix a ring A. Let B be an A-
algebra. Then, B is finitely generated (or of finite type) as an A-algebra if and only if there exist ring
homomorphisms such that the following diagram commutes, i.e. there exists

an isomorphism B∼= A [X1, . . . ,Xn]/I for some ideal I of A [X1, . . . ,Xn] .

A [X1, . . . ,Xn]

A B
Moreover, if there exists such a diagram where I is finitely generated as a A [X1, · · · ,Xn]-module, then we
say that B is a finitely presented A-algebra.

Proposition 3.1. If A is Noetherian, then any finitely generated A-algebra B is Noetherian and finitely
presented.

3.2
A Preview of Dimension Theory

Definition 3.3 (height of prime ideal). Given a prime ideal of a ring p⊆ A , define

ht(p) = sup{n | there exists a chain p0 ⊆ p1 ⊆ ·· · ⊆ pn = p}

to be the height of p.
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Definition 3.4 (Krull dimension). Given a prime ideal of a ring p⊆ A, define

dim(A) = sup
p

ht(p) = sup{n | there exists a chain p0 ⊊ p1 ⊊ . . .⊊ pn} .

Example 3.5 (Krull dimension of a field). For any field k, we have dim(k) = 0. This is easy to see — the
only prime ideals of k are itself and the zero ideal (0). However, k is not a proper ideal of itself. As the longest
possible chain of prime ideals is (0), and there are no prime ideals strictly contained in (0) and no proper prime
ideals strictly containing (0), the longest chain of prime ideals has length 0.

Example 3.6. dim(Z) = 1 and ht((p)) = 1 for all primes p.

Example 3.7. For any field k, dim(k [X1, . . . ,Xn])≥ n because 0⊆ (X1)⊆ . . .⊆ (X1, . . . ,Xn).

Theorem 3.2. If A is Noetherian, then dim(A [X ]) = dim(A)+1.

Even if A is a Noetherian ring, its Krull dimension can still be infinite. An example of a Noetherian ring
with infinite Krull dimension was constructed by Nagata in the 1950s. For the interested reader, please refer to
Exercise 9.6 of ‘Commutative Algebra’ by D. Eisenbud.

Proposition 3.2. ht(p) = dim(Ap)

Theorem 3.3. dim(Ap) is finite for any Noetherian ring.

Remark 3.1. ht(p) = dim(Ap).

Theorem 3.4. dim(Ap) is finite for any Noetherian ring.

Here is a fun fact: suppose that A is not Noetherian but dimA is finite. Then dim(A)+ 1 ≤ dim(A [X ]) ≤
2dim(A), and there exist examples exhibiting every possibility in this range.

3.3
Integral Dependence and Integral Rings

Definition 3.5. Suppose A⊆ B. An element x ∈ B is said to be integral over A if x satisfies some monic
polynomial with coefficients in A, i.e. if

xn +an−1xn−1 + . . .+a1x+a0 = 0 for some a0, . . . ,an−1 ∈ A.

Example 3.8. If A = Z and B =Q, then the set of elements in Q integral over Z is just Z.

Definition 3.6. A module M is faithful if and only if Ann(M) = 0, i.e. R→ HomR (M,M) is injective.

Example 3.9. Z is a faithful Z-module. To see why, note that

Ann(Z) = {n ∈ Z : nZ= 0} ,

which forces n = 0, so Ann(Z) = 0.
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Note that A [x] is not a polynomial ring, but rather the submodule of B generated by A-multiples of powers
of x. Thus A [x] consists of elements of B of the form

∑
i

aixi.

Proposition 3.3. Fix A⊆ B. Then, fix x ∈ B. The following are equivalent:
(i) x is integral over A

(ii) A [x] is a finitely generated A-module
(iii) There exists a finitely generated B-module C such that A [x]⊆C ⊆ B
(iv) There exists a faithful A [x]-module M which is finitely generated as an A-module

Proof. (i) implies (ii) is trivial. To see why, if x satisfies xn +an−1xn−1 + . . .+a0 = 0, then A [x] is generated by
1,x,x2, . . . ,xn−1 since all combinations of powers of x greater than n−1 can be reduced to lower terms by the
relation.

(ii) implies (iii) by taking C = A [x]; (iii) implies (iv) by taking M =C.

Lastly, to prove (iv) implies (i), suppose we are given a finitely generated A-module M equipped with a faithful
action by the elements of A [x]. Consider the A-module endomorphism φ : M→M where m 7→ xm. By applying
the useless version of Nakayama’s lemma (Proposition 2.2) to the whole ring R = J = A and M = N, and φ as
defined previously, we then get, as an A-module endomorphism on M,

xn +an−1xn−1 + · · ·+a0 = 0

Since M is a faithful A [x]-module, then A [x] ↪→ HomA (M,M) is injective, so that xn +an−1xn−1 + · · ·+a0 = 0
in A [x]. The result follows.

Corollary 3.2. Given A ⊆ B and x1, . . . ,xn ∈ B each integral over A, then A [x1, . . . ,xn] ⊆ B is a finitely
generated A-module.

Definition 3.7. Let f : A→B be a ring homomorphism. We say that it is integral if and only if f (A)⊆B
is an integral ring extension, i.e. B is an integral ring extension of f (A).

Proposition 3.4 (transitivty of integral ring extension). Given A ⊆ B ⊆ C are ring extensions, and
A⊆ B and B⊆C are integral ring extensions, then A⊆C is an integral ring extension.

Proof. Pick x ∈C. Then, there exists an equation

xn +b1xn−1 + · · ·+bn = 0 where biinB.

Since B is integral over A, then B′ = A [b1, . . . ,bn] ⊆ C is a finitely generated A-module. So, B′ [x] is also a
finitely generated B′-module, so it is finitely generated as an A-module. Thus A [x] ⊆ B′ [x] ⊆ C with B′ [x]
finitely generated as an A-module. To complete the proof, recall that (iii) implies (i) in Proposition 3.3.

Corollary 3.3. Let A ⊆ B be a ring extension and C be the integral closure of A in B. Then, C is also
intgerally closed in B.
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Proof. If x ∈ B is integral over C, then A ⊆C ⊆C [x] are integral ring extensions. So, A ⊆C [x] is an integral
ring extension. So, x is integral over A. We conclude that x ∈C.

Proposition 3.5. Let A⊆ B be an integral ring extension. Then, the following hold:
(i) Let J ⊆ B be an ideal. Then,

A/(J∩A) = B/J is an integral ring extension.

(ii) Let S⊆ A be a multiplicatively closed subset. Then,

S−1A⊆ S−1B is an integral ring extension.

Proof. For (i), suppose we are given b ∈ B/J and a lift b̃ ∈ B. Note that b̃ satisfies

b̃n +a1b̃n−1 + . . .+an = 0 where ai ∈ A.

Then, modulo J∩A, we obtain

bn +a1bn−1 + . . .+an = 0 where ai ∈ A/(J∩A) .

This proves (i). As for (ii), pick any x
s ∈ S−1B. Then, we can pick

xn +a1xn−1 + . . .+an = 0 in B.

As such, we obtain
xn

sn +
a1

s
· x

n−1

sn−1 + . . .+
an

sn = 0 in S−1B.

Thus, t = x
s is a root of the polynomial equation

tn +
a1

s
tn−1 + . . .+

an

sn = 0,

which proves (ii).

Proposition 3.6. Let A⊆ B be an integral ring extension with both rings being integral domains. Then,

A is a field if and only if B is a field.

Proof. We first prove the forward direction. Suppose A is a field. Let 0 ̸= x ∈ B be an element. Then, there
exists an equation

xn +a1xn−1 + . . .+an−1x+an = 0 where ai ∈ A.

Note that an ̸= 0 since A is an integral domain. Then,

y =−a−1
n
(
xn−1 +a1xn−2 + . . .+an−1

)
in B satisfies the equation xy = 1.

As such, B is a field.

For the reverse direction, suppose B is a field. Choose 0 ̸= x ∈ A. Then, x−1 ∈ B is integral over A so we
obtain the equation

x−n +a1x−n+1 + . . .+an = 0 where ai ∈ A.

Then,
x−1 =−

(
a1 +a2x+a3x2 + . . .+anxn−1) ∈ A.

This implies that x−1 ∈ A, so A is a field.
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Corollary 3.4. Let A⊆ B be an integral ring extension and q⊆ B be a prime ideal. Let p= A∩q be its
contraction. Then,

q is maximal if and only if p is a field.

Proof. Note that A/p⊆ B/q is an integral ring extension, where A and B are integral domains. Recall that

p is a maximal ideal if and only if A/p is a field.

Hence, this is equivalent to saying that B/q is a field and q is a maximal ideal.

Proposition 3.7. Let A⊆ B be an integral ring extension. Suppose we are given

q⊆ q′ ⊆ B as prime ideals such that q∩A = q′∩A = p.

Then, q= q′.

Proof. It is clear that q and q′ both contain the extension of p. Set Ap as usual and Bp = (A\p)−1 B. So, Ap ⊆ Bp

is an integral ring extension. Let m= pAp, and n= qBp, n′ = q′Bp.

By construction, n and n′ contract to q and q′ respectively in B. But contracting n and n′ in Ap yields m,
and Ap ⊆ Bp is integral, so n⊆ n′ are both maximal.

Theorem 3.5. Let A⊂ B be an integral ring extension and let p⊆ A be a prime ideal. Then there exists
a prime ideal q ⊆ B with A∩ q = p. In other words, there exists a surjective map Spec(B)→ Spec(A)
(given by contraction).

Proof. Consider the following diagram of ring homomorphisms:

A B

Ap Bp

Here, the horizontal arrows are integral extensions. Pick any maximal ideal n in Bp. Then n∩Ap is maximal
in the local ring Ap, so n∩Ap = pAp. Thus, n∩A = p (this is contracted into A). Then q := n∩B is prime and
q∩A = p, as desired.

We then discuss a funny theorem known as the going up theorem. This is also known as the
Cohen–Seidenberg theorem.

Theorem 3.6 (Cohen–Seidenberg theorem, going up). Let A⊆ B be an integral ring extension and

p1 ⊆ p2 ⊆ . . .pn be a chain of prime ideals in A

q1 ⊆ q2 ⊆ . . .⊆ qm be a chain of prime ideals in B

where m≤ n such that qi∩A = pi for all 1≤ i≤ m. Then, we can extend the chain to q1 ⊆ ·· · ⊆ qn such
that qi∩A = pi for all 1≤ i≤ n.

Proof. It suffices to consider where we can lengthen the chain of q’s one step at a time. This reduces to the case
n = 2 and m = 1.
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Set A = A/p1 ⊆ B = B/q. This is an integral ring extension. Since p2 contains p1, p2 = p2/p1 ⊆ A is a prime
ideal, and thus there exists q′ ⊆ B with p′∩A = p2. Then, q2, defined as the preimage of q′ along B ↠ B, has
the desired property.

Corollary 3.5. If A⊆ B is an integral ring extension, then dimA≤ dimB.

Proof. This is immediate from the going up theorem (Theorem 3.6) since given any chain of prime ideals in A,
we can find a corresponding chain of prime ideals in B that is at least as long.

Theorem 3.7 (Cohen–Seidenberg theorem, going down). Let A⊆ B be an integral ring extension and

p1 ⊇ p2 ⊇ . . .pn be a chain of prime ideals in A

q1 ⊇ q2 ⊇ . . .⊇ qm be a chain of prime ideals in B

where m≤ n such that qi∩A = pi for all 1≤ i≤ m. Then, we can extend the chain to q1 ⊇ ·· · ⊇ qn such
that qi∩A = pi for all 1≤ i≤ n.

Proposition 3.8. Suppose we are given a ring extension A ⊆ B (not necessarily integral), and C is the
integral closure of A in B. Let S⊆ A be any multiplicatively closed subset. Then,

S−1C is the integral closure of S−1A in S−1B.

Proof. We already know that S−1C is integral over S−1A. Now, suppose b
s ∈ S−1B is integral over S−1A, i.e.

there exists an equation: (
b
s

)n

+
a1

s1

(
b
s

)n−1

+ . . .+
an

sn
= 0

with ai
si
∈ S−1A. Set t = s1 . . .sn and multiply the previous equation by (st)n. After some rearrangement, we see

that bt ∈ B is integral over A, so b
s =

bt
st ∈ S−1C.

Definition 3.8 (field of fractions). Let A be an integral domain. Then,

Frac(A) = (A\{0})−1 A is a field.

We call this the field of fractions of A.

Definition 3.9 (integrally closed domain). A domain A is said to be an integrally closed domain if A
is integrally closed in Frac(A).

Example 3.10. Z is an integrally closed domain.

Example 3.11. However, Z
[√

5
]

is not an integrally closed domain because its integral closure in Q
(√

5
)

is

Z

[
1+
√

5
2

]
.

Theorem 3.8. Let A be an integral domain. Then, the following are equivalent:
(i) A is integrally closed
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(ii) Ap is integrally closed for all prime ideals p
(iii) Am is integrally closed for all maximal ideals m

Definition 3.10. A ring A is normal if Ap is an integrally closed domain for all prime ideals p.

3.4
Completions

Definition 3.11 (directed set). A directed set is a set Λ with a relation R which is reflexive and
transitive and such that

for all a,b ∈ Λ we have a≤ c and b≤ c.

We have the following chain of inclusions:

totally ordered sets⊆ directed sets⊆ partially ordered sets

Now, fix a ring A and let M be an A-module. Suppose we are given a collection {Mλ}λ∈Λ
of submodules

Mλ ⊆M, where Λ is a directed set with Mλ ’s ordered by inclusion. Given this data, we can put a topology on
M.

We declare that the open sets of M are arbitrary unions of the cosets of the Mλ ’s. In other words,

{x+Mλ : x ∈M,λ ∈ Λ} forms a base for this topology.

Note that this makes M into a topological Abelian group under addition because M×M +−→M has the property
that the preimage of any x+Mλ ⊇ (x+Mλ )×Mλ . Moreover, A-multiplication is continuous because a : M×M
has the property that the pre-image of ax+Mλ ⊇ x+Mλ . M is what we call a linearly topologized A-module.

Example 3.12. If M =A, then all Mλ ’s are ideals, and one can check that the multiplication map · is continuous
because

(x+Mλ )(y+Mλ ) = xy+Mλ .

In particular, A is a topological ring.

Example 3.13 (I-adic topology on M). Let our directed set Λ = N, and let I ⊂ A be some fixed ideal. For
any A-module M, define Mn = InM. and let Mn = InM for any A-module M.

The I-adic topology need not be Hausdorff — in fact, it can be quite nasty in general. For example, in
Example 3.13, let I = (0), then our topology becomes the one-point set topology. One can check that the
topology induced on M induced by {Mλ}λ∈Λ

is Hausdorff if and only if⋂
λ∈Λ

Mλ = {0} .

Consider M/Mλ with its quotient topology. As Mλ is open and closed (since its complement is just a union of
cosets of it), it follows that the preimage of any S⊂M/Mλ is⋃

s∈S̃

s+Mλ where s+Mλ ∈ S̃ refers to the lift of s ∈ S

is open and closed. In other words, the inherited quotient topology of M/Mλ is discrete.
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Definition 3.12 (separation quotient). Define

Msep = M/
⋂

λ∈Λ

Mλ .

This set inherits an inherent linear topology coming from{(
Mλ +

⋂
µ∈Λ

Mµ

)
/
⋂

µ∈Λ

Mµ

}
λ∈Λ

is Hausdorff.

Definition 3.13 (completion of module). We define

M̂ = lim←−M/Mλ to be the completion of M.

Observe that for all λ ≤ µ , we have canonical maps ϕλ µ : M/Mµ → M/Mλ (since we can quotient the
larger submodule by the smaller submodule) such that ϕλ µ ◦ϕµγ = ϕλγ for all λ ≤ µ ≤ γ . By definition,

M̂ =

{
{xλ}λ∈Λ

∈∏
λ

M/Mλ | ϕλµ

(
xµ

)
= xλ for all λ ≤ µ

}
⊆ ∏

λ∈Λ

M/Mλ .

Equip M̂ the subspace topology for

⊆ ∏
λ∈Λ

M/Mλ ,

where M/Mλ is in the discrete topology and the product of M/Mλ over all λ ∈ Λ is in the product topology. A
crucial observation here is that the following diagram commutes:

M M̂

M/Mλ

ψ

pλ

Here, ψ (x) = {x}
λ∈Λ

and pλ is the obvious projection of M̂ to the corresponding coordinate λ ∈ Λ. By the
commutativity of the diagram and the obvious surjectivity of taking quotients (since pλ is a projection map),
we deduce that pλ is also surjective.

We also note that

kerψ =
⋂

λ∈Λ

Mλ and imψ = ψ (M)⊆ M̂ is dense in M.

This is seen from the following proposition (Proposition 3.9).

Proposition 3.9. M̂ is linearly topologized by the submodules M∗
λ
= ker pλ , and ker pλ is equal to the

closure of ψ (Mλ ) in M̂. Moreover, M̂ is complete, in the sense that ̂̂M ∼= M̂ as topological A-modules.

Example 3.14. Let A be a ring x1, . . . ,xn ∈ A, I = (x1, . . . ,xn), then
{

I jM
}

j∈N gives the I-adic topology. We
could also consider the directed system of ideals Jn = (xn

1, . . . ,x
n
n). We claim that the two directed sets of ideals

induce the same topology. Indeed, it is clear that Jm ⊆ Im. Also Imn ⊆ Jm. Therefore these two systems define
the same topology on any A-module.
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Now suppose that M is topologized by {Mλ}λ∈Λ
and let N ⊆M be a submodule. Observe that the closure

of N in M is N =
⋂

λ∈Λ (N +Mλ ). Indeed, we have the following chain of equivalent statements:

x ∈ N if and only if (x+Mλ )∩N ̸= /0 for all λ ∈ Λ

if and only if x ∈
⋂

λ∈Λ

(N−Mλ ) =
⋂

λ∈Λ

(N +Mλ )

Proposition 3.10. Let N ⊂M be a submodule, and let M′
λ

be the image of Mλ →M→M/N. Then the
quotient topology on M/N is the same as the linear topology induced by

{
M′

λ

}
λ∈Λ

.

Proof. Note that U ⊆M/N is open is the quotient topology if and only if its preimage U is open on M, i.e. for
all x ∈U , there exists λ ∈ Λ satisfying the following chain of equivalent statements:

U ⊆M/N is open if and only if U ⊆M is open

if and only if for all x ∈U there exists λ ,x+Mλ ⊆U

if and only if for all x ∈U there exists λ with x+M′
λ
⊆U

if and only if U is open in the linear topology

One can check that M/N is separated (i.e. the intersection of Mλ ’s is 0) if and only if N ⊆M is closed. Also
check that the subspace topology on N coincides with the linear topology generated by {N∩Mλ}λ∈Λ

.

Now, for every λ ∈ Λ, we have an exact sequence

0→ N/N∩Mλ →M/Mλ → (M/N)/M′ = M/(N +Mλ )→ 0

which is compatible with varying λ . Hence, we obtain the maps N̂ → M̂ → M̂/N. In fact, we get an exact
sequence

0→ N̂→ M̂→ (̂M/N).
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Chapter 4
Introduction to Homology
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